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energy monitors, allowing them to be a net energy 
source rather than a sink most of the year. Semi
transparent and colorful solar cells integrated into smart 
windows and façades can transform any building surface 
into aesthetically pleasing solar power plants, and lumi-
nescent solar concentrators offer additional freedom for 
novel designs and functionality (Aghaei et al. 2020; 
Einhaus and Saive 2020; Needell et al. 2018).

Around the world, massive solar power plants pro-
viding gigawatts of energy will become widespread. 
Densely populated countries will integrate solar with 
agriculture, optimizing both crop and electricity yield 
(Dinesh and Pearce 2016; Dupraz et al. 2011; Weselek 
et al. 2019). New power plants will increasingly employ 
bifacial solar cells that capture light on front and rear 
surfaces (Guerrero-Lemus et al. 2016), capitalizing on 
the power in ground-reflected (albedo) light (Russell 
et al. 2017).

Moreover, with the emergence of privatized space 
travel, solar harvesting need not remain terrestrial. 
Prototypes of space solar power projects have been dem-
onstrated2 (Kelzenberg et al. 2018) and likely will be 
employed within the next 50 years.

2  Caltech Space Solar Power Project, https://www.spacesolar.
caltech.edu/

When the Sun Doesn’t 
Shine and the Wind 
Doesn’t Blow

But the sun does not shine 
during the night, nor provide 
enough energy during the winter 
in all areas of the world. Solar 
and wind energy often comple-
ment each other, but what 
Germans call Dunkelflaute—the 
simultaneous absence of wind 
and sun—poses a risk to elec-
tricity supply.

If space solar generation 
does not become a viable work-
around, several solutions are 
available:

•	 energy storage,

•	 smart appliances, and

•	� internationally interconnected 
electric grids.

Nowadays, batteries easily buffer daily electricity 
variations, and their steadily increasing performance 
has led to commercially available electric cars with a 
400-mile range (Crider 2020). Further developments 
will allow electric cars to provide stability to the grid 
by offering decentralized storage through their batteries. 
With smart software and electricity pricing—and per-
haps autonomous driving protocols—electric cars will 
recharge when renewably generated electricity is abun-
dant and cheap, and discharge during demand peaks. A 
car owner might even profit if instantaneous electricity 
trading prices are applied—although the likelihood of 
individually owned and operated vehicles 50 years from 
now will strongly diminish (indeed, as autonomous, 
community-owned cars become more prevalent, indi-
vidual driving may be viewed the same way we now 
regard horseback riding).

Smart appliances would also both augment the elec-
tric grid and help buffer fluctuations on a timescale of 
seconds to hours: refrigerators, laundry machines, air 
conditioners, and others could easily run whenever 
there is an oversupply of electricity, thus abating cur-
tailment concerns.

Nevertheless, pervasive smart grids do not solve the 
issue of seasonal variations of solar resources and the 
needs of energy-dense industrial processes. These will 

FIGURE 2  Schematic of future solar-powered electric cars. (A) Solar cells are seamlessly 
integrated with car exterior. (B) Schematic of microconcentrators funneling light (top arrows) 
onto microsolar cells. (C) Principle of multijunction solar cells: layers optimized for a narrow-
wavelength regime converting sunlight efficiently into electricity. The rainbow colors denote 
the different parts of the solar spectrum. (D) Triangular cross-section microscale silver contacts 
(effectively transparent contacts) allow for low-loss light capturing and electricity extraction.
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require either long-term storage—ideally in the form 
of energy-dense chemical fuels—or intercontinentally 
connected electric grids.3 The sun is always shining and 
the wind is always blowing somewhere.

Conclusion

Solar energy breakthroughs will occur at every level of 
society, seamlessly integrated and perfectly normal to the 
next generations. Optimistically, renewables may even 
eventually enhance international peace and stability. 
Diminishing the necessity of fossil fuels might settle at 
least some territorial conflicts, enabling most countries to 
become energy-independent. Moreover, the indiscrimi-
nate way the sun distributes its power to both developed 
and less developed countries may lead to increased wealth 
and independence in third world countries.
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José Santiesteban

Thomas Degnan

Transportation is a large and diverse sector that encompasses road (pas-
senger and freight vehicles), aviation, marine, and rail transport. In 2018 
this sector accounted for nearly a quarter of global anthropogenic carbon 
dioxide emissions,1 so efforts to decarbonize it are critical to achieving the 
goals of the Paris Agreement.2

But the transition to a net-zero-emission transportation sector will take 
decades, cost hundreds of billions of dollars, and may never be complete 
(Ogden et al. 2016). Decarbonization of the sector will depend on advances 
in technology, policies, incentives, investment in infrastructure, and the 
manufacture of low-carbon and zero-emission vehicles.

There is no single energy carrier that, in the foreseeable future, can satisfy 
requirements across all aspects of the transportation sector. For example, the 

1  Of the total 8 billion tons of CO2 emitted by transportation in 2018, 45% came from 
passenger vehicles, 29% from road freight vehicles, 12% from aviation, 11% from ship-
ping, 1% from rail, and the remaining 2% from other sources. (International Energy 
Agency, https://www.iea.org/topics/transport).
2  https://ec.europa.eu/clima/policies/international/negotiations/paris_en
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prospects for battery-powered supersonic aircraft remain 
quite distant (Epstein 2020; Langford and Hall 2020). 
In the interim, a “bridging” low-carbon energy transi-
tion strategy will rely on the combined increased use of 
energy carriers such as electrons, hydrogen, and lower-
emission liquid fuels (advanced biofuels and synthetic 
liquid fuels).

Catalytic Challenges

Catalyst technologies have played an essential role in 
the economic and energy-efficient conversion of crude 
oil into liquid energy carriers that meet the demands 
of the current transportation sector (Rostrup-Nielsen 
2004). Catalytic breakthroughs have also played a cru-
cial role in onboard abatement systems to eliminate 
emissions of environmental pollutants such as SOx and 
NOx (Farrauto et al. 2019). Novel catalyst technologies 
are needed to enable the low-carbon energy transition 
for the transportation sector.

The fuel and vehicle industries must focus their cata-
lytic expertise on improving the sustainability of and 
reducing the nonrenewable carbon footprint of liquid 
fuels. Significant advances are needed in three areas:

1.	improving the yield and quality of biofuels, 
2.	increasing the amount of both “green” and “blue” 

hydrogen3 produced and incorporated in hydro
carbon fuels, and 

3.	reducing the cost and improving the robustness of 
fuel cells.

Biofuels

A major obstacle in the direct substitution of biofuels 
(e.g., biodiesel) for conventional hydrocarbons is the 
ubiquitous presence of chemically bonded oxygen in 
biomass. The substitution of biomass-derived diesel and 
gasoline for conventional liquid fuels requires the near-
complete removal of oxygen (oxygenates can lead to the 
formation of gum and engine deposits and they lessen 
the energy content per unit volume or mass). Oxygen 
can be catalytically removed through the selective 
addition of hydrogen to biomass in a process known 
as hydrodeoxygenation; the process is analogous to the 
methods used in the petroleum industry for sulfur and 
nitrogen removal. However, for deoxygenated fuels to 

3  Blue hydrogen is made from natural gas through the process 
of steam methane reforming coupled with carbon capture and 
storage; green hydrogen is produced from water using renewable 
power.

be economical, more selective catalysts must be identi-
fied and developed.

Biodiesel is composed of long-chain hydrocarbons, 
whose fluidity often has to be improved by modifying 
the chemical structure. Improved catalysts that both 
optimally rearrange the hydrocarbon structure and 
simultaneously remove oxygen would constitute a sig-
nificant advance.

Hydrogen

The concept of using hydrogen as a transportation fuel 
has always been environmentally attractive, but eco-
nomically challenged—and likely to remain so. The high 
pressures (and low temperatures) required for onboard 
H2 storage are daunting, as are the prospects for setting 
up a national—or even statewide—distribution system.

Liquid fuels with higher hydrogen content derive 
more of their energy from the production of H2O than 
from CO2, thereby creating more energy per unit mass 
of CO2 produced. Cheaper hydrogen would enable a 
more hydrogen-rich fuel supply.

About 95 percent of all hydrogen is produced by 
steam methane reforming (SMR). SMR (CH4 + H2O → 
CO + 3H2), when coupled with the water gas shift pro-
cess (CO + H2O → CO2 + H2), produces 5.5 tonnes 
of CO2 for every tonne of hydrogen (not counting the 
CO2 generated by the heat required for the net endo-
thermic process). Thus, CO2 needs to be captured and 
sequestered to enable low-carbon (blue) hydrogen (van 
Hulst 2019). New catalytic systems may make it pos-
sible to use biomass (e.g., cellulose and/or municipal 
solid waste gasification) rather than natural gas–derived 
methane as the hydrogen source.

Electrolysis is less economically attractive than 
SMR. However, some companies are constructing green 

Improved catalysts that 
both optimally rearrange 
the hydrocarbon structure 

and simultaneously remove 
oxygen would constitute a 

significant advance. 



The
BRIDGE140

hydrogen plants based on large-scale electrolysis using 
wind and solar (Parnell 2020). Catalysts used either in 
electrolysis or for the purification of SMR hydrogen 
are both expensive and susceptible to poisoning by a 
number of contaminants in the feed streams. Identifying 
improved catalysts that allow the design and economi-
cal manufacture of small modular SMR, with carbon 
capture, or electrolysis units would open up many new 
possibilities for further reducing greenhouse gases.

Fuel Cells

New catalysts and catalytic systems are needed to 
improve the economics of fuel cells suitable for vehicles. 
Fuel cells can use a range of sources for hydrogen, includ-
ing methanol (direct methanol fuel cells), ethanol, and 
even gasoline.

Proton-exchange membrane fuel cells (PEMFCs) are 
approximately three times more efficient than internal 
combustion engines in converting chemical energy 
to power, but they require an expensive noble metal 
catalyst, platinum (Pt), that is particularly sensitive to 
impurities in the hydrogen-rich fuel. Identification of a 
substitute for the Pt catalyst would reduce the cost of 
fuel cells by as much as 25 percent (Mitchem 2020).

A potentially more economically attractive alterna-
tive to the PEMFC is the anion exchange membrane 
fuel cell, which does not require Pt and uses less expen-
sive metal catalysts thanks to the high pH of the electro-
lyte. The performance and durability of anion exchange 
membrane fuel cells have recently been significantly 
improved through the development of new catalytic 
materials, improved systems design, and refinement of 
operating conditions (Gottesfeld et al. 2017).

Finally, several academic research groups around the 
world are advancing the science and technology to 
fabricate systems that combine solar energy–gathering 
semiconductors and photocatalytic materials to drive 
chemical reactions to produce sustainable liquid fuels 
(Wadsworth et al. 2019). Of particular interest is the 
use of semiconductor photoelectrodes for water split-
ting. This area of photoelectrochemistry for solar energy 
conversion dates back at least 40 years, but has garnered 
a tremendous amount of attention in the last decade 
(e.g., Lee et al. 2019).

Summary

The pathway to a net-zero-emission transportation sec-
tor must capitalize both on liquid fuels that produce less 
CO2 from nonrenewable sources and on CO2 capture 

and sequestration. This strategy translates into greater 
reliance on biomass, green and blue hydrogen, and 
improved fuel cells. The identification and develop-
ment of improved catalysts is the critical enabler for 
advances in all three of these areas.

The road to a more sustainable transportation sector 
involves research on more product-selective catalysts 
incorporating earth-abundant elements (e.g., iron, 
copper, nickel, molybdenum). Particularly attrac-
tive will be catalysts that are designed around the use 
of photons or electrons rather than heat to drive the 
desired chemical transformations.
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Srikanth Saripalli

Autonomous vehicles are still “baffled” by unpredictable human actions 
such as wrong-way driving, emergency vehicles, and human-guided traffic 
diversions. Yet this unpredictability gives people an edge in unknown or 
dangerous situations. Therefore remote supervision by a human and safety 
intervention by a remote human driver are necessary for such vehicles to be 
deployed safely and effectively in real-world situations. Developing human 
supervision for autonomous vehicles will provide the necessary safeguards to 
deploy these vehicles quickly and effectively.

Self-Driving Shuttles at TAMU

At Texas A&M University (TAMU) we are developing human supervision 
for autonomous vehicles in a state-of-the-art teleoperation center. In our 
efforts to develop self-driving shuttles in the city of Bryan, TAMU is deploy-
ing and testing autonomous shuttles that do not have a safety driver behind 
the wheel (but always have a safety navigator in the front passenger seat). 
We have outfitted our self-driving shuttles with a teleoperation system.

Srikanth Saripalli and  
James E. Hubbard Jr.

Understanding Uncertainty,  
Context, and Human Cognition: 
Necessary Conditions for Safe Autonomy

Srikanth Saripalli is a professor of mechanical engineering and the Gulf Oil/Thomas A. 
Dietz Career Development Professor II, and James Hubbard Jr. (NAE) is the Oscar S. 
Wyatt Jr. ’45 Chair I Professor, both in the J. Mike Walker ’66 Department of Mechanical 
Engineering at Texas A&M University.
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Our proof-of-concept project includes the integration 
of teleoperation hardware and software in connected 
self-driving shuttles. We are specifically interested in 
(i) quantifying when the human teleoperator takes 
over the vehicles, (ii) developing higher-level actions 
for the teleoperator to interact with the vehicles, and 
(iii) quantifying the behavior of such high-level actions.

Risks of Partial Autonomy

As researchers and manufacturers move rapidly toward 
achieving full autonomy, human operators and passen-
gers become increasingly disconnected. To the extent 
that an autonomous vehicle’s situational awareness 
increases, that of the human operator or passenger 
decreases, meaning they are less likely to efficiently take 
over manual control when needed if an anomaly occurs.

This trade-off has been called the automation 
conundrum; because the goal of full system autonomy 
is quite difficult, most systems will exist at some level 
of semiautonomy for the foreseeable future (Endsley 
2017). The automation conundrum may be a funda-
mental barrier to full autonomy in safety-critical sys-
tems such as driving.

While recent system autonomy efforts are begin-
ning to leverage artificial intelligence and learning 
algorithms to allow the platforms to better adapt to 
unanticipated and changing situations, it is clear that 
the design and inclusion of human autonomy interfaces 
are needed.

There has been much research demonstrating that 
humans fare poorly with increased automation: it 
results in automation complacency, overreliance on 
automation, loss of situational awareness and spatial 

orientation, and skill loss. These contribute to human 
errors, accidents, and loss of trust in the automation. 
Modern autonomous systems are, and will remain, 
dependent on the development of successful approaches 
to human-autonomy teaming.

For these reasons, companies have started working on 
human supervision of autonomous vehicles. Such super-
vision ranges from simple remote operation (when the 
vehicle doesn’t know what to do, a remote driver takes 
over and drives) to remote supervision (the vehicle gets 
high-level commands such as “stop,” “slow down,” or 
“overtake” from the remote driver). While this human 
involvement solves some problems, it creates new ones: 
What happens if the remote driver makes a wrong deci-
sion? Who is responsible? How should one deal with 
delays associated with sending information to the 
remote driver and commands from the remote driver 
back to the vehicle?

Cognitive Engagement in Autonomy

Human supervision of autonomous vehicles is not a 
new concept, but several areas require development. 
Humans are very good at understanding context, a 
capacity that is lacking in current autonomous vehicles, 
and it remains an open question whether context can be 
inferred by a remote driver.

Augmented/virtual reality, along with sound and 
haptic sensations, will play a key role for the remote 
driver to understand context. Similarly, understanding 
human emotions is important. The emotional state of 
the passenger determines how s/he reacts and behaves 
in an autonomous vehicle.

When humans act as passive monitors of autonomous 
driving, it is inherently difficult for them to fully under-
stand what is going on because of their lower level of 
cognitive engagement. There is a clear need to under-
stand the features that influence the human cognitive 
processes involved in successful oversight, intervention, 
and interaction with automated systems.

Transitions may be ineffective, even dangerous, if 
the automation suddenly passes control to the human 
operator who cognitively may not be ready to take over. 
This means that in addition to situational awareness 
of the environment, the vehicle requires situational 
awareness of the passengers. This demands a real-time 
assessment of human cognition, accounting for the dif-
ference between discrete cognitive tasks associated with 
human intervention, which require more conscious 
attention sporadically, and continuous manual con-

Humans fare poorly with 
increased automation:  

it results in  
automation complacency  

and overreliance,  
loss of situational awareness, 

and skill loss.
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trol, which generally requires lower attention over an 
extended period.

Quantum Probability to Model Human 
Cognition

The general mathematical structure of quantum prob-
ability and artificial intelligence provides an engineer-
ing approach that not only is applicable to any domain 
that has a need to formalize uncertainty and probability 
but also can be formally applied to human cognition. 
Quantum probability theory provides a method to 
consistently convey contextuality between any combi-
nation of autonomous system components and opera-
tional environments. In addition, the mathematics of 
quantum probability may be relevant to the contextual 
phenomenon of trust.

In applying the well-structured machinery of quan-
tum probability to human cognition we do not wish to 
imply that the human brain and psychological processes 

have a quantum nature. We simply suggest that engi-
neers may take a quantum-like modeling approach to 
assessing human cognition: context can be modeled 
to a great extent, and quantum probability may better 
describe and explain the human cognitive state.

Conclusion

Autonomous vehicles will save lives and change the way 
people work and live. But for these and other autono-
mous systems to truly and safely succeed, they need to 
“understand” the context of the situation in which they 
operate, recognize the emotions of the passengers, and 
safely work alongside other vehicles and humans. With-
out these, a fully autonomous system will never be safe 
and effective.
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Space travel is the next necessary step in human evolution. Ensuring that 
humans can live on multiple planets and be out among the stars, exploring the 
universe, is both key to human survival and a magnificent source of inspiration.

But current single-use rockets make getting to orbit prohibitively expen-
sive, and the maximum transportable payload becomes vanishingly small with 
increasing distance. In the next 50 years, fully reusable rockets that can be 
refueled in space will remove these constraints, accelerating the space econ-
omy and making space travel accessible to a large sector of the population.

With launch abundance, entirely new classes of space missions will become 
possible, including colonization of the Moon and eventually Mars. These colo-
nies will provide waypoints for humans to explore deep space, at first for sci-
ence and industry and eventually for leisure. Learning how to live and work 
for long periods in space will lead to the exciting possibility of reaching other 
habitable planets. Perhaps one day humans will even make contact with other 
lifeforms that share the vast galaxy that we are just beginning to explore.

Reducing the Costs of Space Travel

Since the US Space Shuttle program’s last mission in 2011, China and 
Russia had been the only countries carrying humans to low Earth orbit 

Gwynne E. Shotwell and  
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Space Launch in 50 Years: 
Abundance at Last?
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(LEO) and back. But this year 
the United States once again 
became capable of human space 
transportation under the NASA 
commercial crew program.

Yet getting to orbit, let alone 
beyond, is still extraordinarily 
expensive. A seat for a single 
person to fly to LEO on a Soyuz 
rocket costs more than $80 mil-
lion (NASA IG 2016). The 
Space Launch System, NASA’s 
newest rocket intended for 
spaceflight beyond LEO, is pro-
jected to cost between $876 mil-
lion and $2 billion per launch 
(NASA IG 2019; Vought 2019).

From Expendability to Reuse

One of the primary reasons for the staggering cost of 
space travel is that these rockets are expendable. The 
entire skyscraper-sized rocket is discarded after a single 
flight, and only the tiny capsule at the top of the stack 
survives launch to go on to complete a mission. Imagine 
what air travel would be like if the aircraft were thrown 
away after each flight! If it were possible to land, refuel, 
and refly rockets just like airplanes, the cost of the 
launch could theoretically be as low as the propellant 
cost—a 200X reduction.

In the past 5 years, spaceflight companies have 
spurred a renewed interest in reusable launchers. Virgin 
Galactic and Blue Origin are developing reusable sub-
orbital launchers that reach the edge of the atmosphere, 
providing a few minutes of weightlessness. In 2015 
SpaceX achieved the world’s first landing of an orbital-
class rocket, Falcon 9. The company has also achieved 
landing and reuse of the payload fairing. With over 50 
successful landings, as well as 35 booster and 6 fairing 
reflights, SpaceX has made reuse a normal part of its 
business, significantly reducing the cost of spaceflight 
for its customers.

Breakthroughs Needed

Reusability is not enough. Space vehicles must achieve 
aircraft-like operations with costs approaching the 
lower bound of just the propellant. Five breakthroughs 
are needed:

1.	Propulsive, precision landing of the booster stage 
(already demonstrated with Falcon)

2.	High-performance engines that run on methane and 
oxygen, which can be relatively easily generated 
(compared to fossil fuel–based propellants) on plan-
etary bodies (such as Mars) with the right elements 
(carbon, hydrogen, and oxygen)

3.	In-space refueling, to “reset the rocket equation” and 
dramatically increase the payload that can be sent to 
distant planets

4.	Controlled entry and propulsive landing of the upper 
stage, whether on a planet with a thick atmosphere 
(Earth), no atmosphere (the Moon), or something in 
between (Mars)

5.	Sufficient payload volume to carry cargo and crew for 
long-haul flights.

SpaceX is creating a vehicle, Starship, to meet all 
five criteria. It will be 100 percent reusable with a pay-
load compartment 8 m across and 17 m high, more than 
double that of current rockets. It will lift 100 metric 
tons to LEO, the surface of Mars, or Jupiter, dwarf-
ing the capacity of today’s most powerful (expendable) 
rockets.

Beyond Launch Scarcity

Completely reusable rockets will create a world of launch 
abundance rather than launch scarcity, which has been 
top of mind for anyone seeking to explore outer space. 
When every kilogram in orbit costs an astronomical 
sum, and when the maximum transportable payload 
plummets with distance, it is no surprise that spacecraft 
designers have been obsessed with minimizing mass and 

FIGURE 1  Example of in-space refueling, in situ propellant generation on Mars, and controlled 
landing of upper and booster stages to send unprecedented payloads to and from Mars. Source: 
SpaceX.
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volume. Efforts to shrink payload necessarily contrib-
ute to the high cost of space missions, whose budgets 
exceed initial estimates as much as tenfold (Billings 
2010; GAO 2019).

Relaxing or removing the constraints of launch 
scarcity could radically reduce mission costs:

•	Exotic, ultralightweight materials can be avoided, 
instead using common metals such as steel.

•	Off-the-shelf components can be used more readily 
without size and mass constraints.

•	Complex or structurally intricate designs such as fold-
ing mechanisms will no longer be needed.

•	Cheaper, riskier space missions can be tolerated with 
a reduced financial barrier to entry.

Further Options

Vehicles that meet the above criteria will make possible 
entirely new classes of space missions:

•	Larger space telescopes that see farther with greater 
resolution, enabling new observations of exoplanets 
and the beginnings of this universe; stationing such 
telescopes in higher-energy orbits further improves 
observations by removing Earth’s brightness (Gaskin 
et al. 2019; Mennesson et al. 2016; NASA 2019)

•	Missions that travel directly to the outer planets, 
reducing the travel time by years compared to com-
plex trajectories that require gravity assists from plan-
ets (Lam et al. 2015)

•	Huge constellations of cheap Earth-orbiting satellites 
(Gristey et al. 2017)

•	Long-haul transportation that leverages spaceship 
technology to allow the standard business or pleasure 
traveler to touch space en route to their earthbound 
destination

•	Development of permanent human bases on the 
Moon or Mars.

The last of these is the ultimate goal: the establish-
ment of a self-sustaining civilization off Earth. This 
monumental undertaking will be possible only in a 
future of launch abundance—which will become real-
ity in the next 50 years.

Acknowledgments

The authors thank Rob Manning, Tim McElrath, 
Miguel San Martín, Sara Seager, Feryal Özel, Peter 
Huybers, Michelle Leu, Brian Weir, Paul Wooster, 
Anthony Sims, and Don Nguyen.

References

Billings L. 2010. The telescope that ate astronomy. Nature 
467(7319):1028–30.

GAO [US Government Accountability Office]. 2019. James 
Webb Space Telescope: Opportunity nears to provide addi-
tional assurance that project can meet new cost and sched-
ule commitments (GAO-19-189). Washington.

Gaskin JA, Swartz DA, Vikhlinin AA, Özel F, Gelmis KEE, 
Arenberg JW, Bandler SR, Bautz MW, Civitani MM, 
Dominguez A, and 21 others. 2019. Lynx X-Ray Observa-
tory: An overview. Journal of Astronomical Telescopes, 
Instruments, and Systems 5(2):021001. 

Gristey JJ, Chiu JC, Gurney RJ, Han S-C, Morcrette CJ. 2017. 
Determination of global Earth outgoing radiation at high 
temporal resolution using a theoretical constellation of 
satellites. Journal of Geophysical Research: Atmospheres 
122:1114–31.

Lam T, Arrieta J, Buffington B. 2015. The Europa Mission: 
Multiple Europa flyby trajectory design trades and chal-
lenges (AAS paper 15-657). AAS/AIAA Astrodynamics 
Specialist Conf, Aug 9–13, Vail CO. 

Mennesson B, Gaudi S, Seager S, Cahoy K, Domagal-
Goldman S, Feinberg L, Guyon O, Kasdin J, Marois C, 
Mawet D, and 16 others. 2016. The Habitable Exoplanet 
(HabEx) Imaging Mission: Preliminary science drivers and 
technical requirements. Proceedings Vol 9904, Space Tele-
scopes and Instrumentation 2016: Optical, Infrared, and 
Millimeter Wave, Jun 26–Jul 1, Edinburgh.  

NASA [National Aeronautics and Space Administration]. 
2019. LUVOIR: Final Report. Washington. Online 
at https://asd.gsfc.nasa.gov/luvoir/reports/LUVOIR_
FinalReport_2019-08-26.pdf.

NASA IG [NASA Office of Inspector General]. 2016. 
NASA’s Commercial Crew Program: Update on develop-
ment and certification efforts (Report No. IG-16-028). 
Washington: NASA Office of Audits. 

NASA IG. 2019. Management of NASA’s Europa Mission 
(Report No. IG-19-019). Washington: NASA Office of 
Audits.

Vought RT. 2019. Letter to the Honorable Richard Shelby 
from the Office of Management and Budget, Executive 
Office of the President, Oct 23. Washington.



Zi-Kui Liu

Susan Sinnott 

Predicted Advances in the Design of 
New Materials

The prehistory and protohistory of humanity are divided into three ages in 
terms of materials: the Stone Age (~3.4 million years, until 8700–2000 BC), 
based on raw materials from nature; the Bronze Age (3500–300 BC), based 
on human-made copper (alloyed with 12 wt% tin); and the Iron Age (1200 
BC–800 AD), derived from human-made iron-carbon alloys.

In the 21st century the functionality of society relies on digital technol-
ogy built on silicon-based electronics. Digitization through the integration 
of cyberphysical systems with many autonomous subsystems will demand 
increasingly more efficient development of materials with emergent per-
formance under extreme conditions, such as those required for the human 
colonization of other planets (Lambert 2018).

While knowledge of materials among engineers has improved steadily 
over the last few hundred years and especially since the start of the Industrial 
Revolution, most materials development has occurred through the intuition 
of experts, trial and error, or serendipitous discovery. The logical next step is 
the computational design of materials, first systemized in 1997 (Olson 1997) 
and given a big boost in 2011 with the launch of the Materials Genome 
Initiative by the US government (NSTC 2011).
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The key enabler of this approach is the digitization 
of knowledge on materials stability in terms of thermo-
dynamic  information (Gibbs 1873) stored in digital 
databases developed by the calculation of phase dia-
gram (CALPHAD) method (Kaufman and Bernstein 
1970), capabilities separated from each other by about 
100 years.  Fifty years have passed since the creation of 
CALPHAD, and we imagine here developments that 
will take place over the next 50 years.

Materials 4.0

After steam power, electricity, and computerization, the 
process of digitization—often referred to as Industry 4.0—
is now ushering in Materials 4.0 (Liu 2020). Digitization 
of materials knowledge progressed significantly in the 
20th century, from the Schrödinger (1926) equation in 
quantum mechanics to its solutions based on the density 
functional theory (DFT; Kohn and Sham 1965), resulting 
in massive digital databases of materials properties pre-
dicted using high-performance computers. Known weak-
nesses in the DFT, such as consistent underestimation 
of band gaps in semiconductors, were addressed through 
theoretical improvements that were implemented in a 
computationally efficient manner.

Data, empirical models, and mechanistic correlations 
(Cordero et al. 2016) are now leading to an era where 
artificial intelligence (AI) will be used to (i) interpret 
the knowledge that connects the data through machine 
learning (ML) algorithms and (ii) develop deep neural 
networks (DNNs) to predict new data and knowledge 
(Gubernatis and Lookman 2018).

Generation of data from experiments takes weeks 
and months, whereas DFT-based calculations reduce 
the time to hours and days, and DNN ML models can 

produce results in seconds to minutes. The models 
can also be continuously improved with new input data 
from computation and experiments in a manner that is 
analogous to the way humans learn from experience, 
capturing more and more fundamental building blocks 
of materials (Liu 2014).

The expected technical advances of this current 
trajectory include the design of materials with emergent 
properties (Liu et al. 2019), fulfilling the decades-long 
goal of “materials by design” (Gillespie 2019). In addi-
tion, the development of new experimental methods, 
such as the cold-sintering approach for producing com-
plex metal oxides at very low temperatures (Guo et al. 
2019), will further accelerate new material discovery 
and manufacturing.

Impacts and Applications

The transformative development will be the full inte-
gration of DNN methods into experimental and com-
putational approaches used in materials synthesis and 
structure-property relationship determination. The 
integration of computational methods such as DFT, 
CALPHAD, and DNN in materials synthesis will con-
tinue to evolve to the point that human involvement 
will be greatly reduced. For example, optimizing the 
microstructure of materials may be achieved by rapidly 
analyzing many microstructures in multiple samples 
using a combination of electron microscopy with image 
recognition algorithms.

The biggest impact of these developments will be 
the speed with which new materials may be avail-
able for specific applications. More compositions and 
microstructures may emerge very rapidly, including per-
vasive applications of today’s nanotechnology, future 
quantum-scale manipulations, polymer materials that 
exist in nonequilibrium states across multiple scales (de 
Pablo et al. 2019), and metallic alloys optimized for new 
space applications (Lambert 2018).

It is further expected that experimental characteriza-
tion, artificial intelligence, and ML will be seamlessly 
integrated with each other such that the line between 
computational methods and experimental characteriza-
tion disappears.

Computational materials design will encompass the 
recycling of materials as the physical ecosystem inter-
faces with the data/cyber ecosystem throughout the 
materials lifecycle (Liu 2018). Initially, it is anticipated 
that this physical/cyber integration will result in effi-
cient DNN ML models so that each step in a complex 

Deep neural network 
machine learning models  

can be continuously 
improved with new input 

data in a manner analogous 
to the way humans learn 

from experience.
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manufacturing process can be optimized according to 
the prior steps, starting from the inevitable fluctuations 
in the raw materials properties. This AI-guided interac-
tive manufacturing system will be able to self-balance 
every subsequent step to ensure that materials remain 
on optimal pathways to final products with desired 
microstructures and properties, thus leading to zero-
scrap manufacturing.

Ultimately, when this integrated system is fully 
implemented, the residuals from the design, manufac-
turing, service, and recycling of materials can be drasti-
cally reduced, thus lessening the impact of materials use 
on the environment.
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By 2050, the global population is predicted to reach 9.7 billion. If con-
sumption practices do not change and food continues to be wasted at 
alarming rates, farmers around the world will need to increase production 
25–100 percent to meet the associated increase in food demand (Hunter 
et al. 2017).

At the same time, crop yield is stagnating in many parts of the world (Ray 
et al. 2012), and climate change threatens the yields and nutritional content 
of major crops (Myers et al. 2014; Rosenzweig et al. 2014). Additionally, the 
range of crop pathogens and insect pests is expanding toward the global poles 
(Bebber et al. 2013).

These challenges to sustained food security require multiple solutions 
encompassing social, scientific, and economic change. In this essay we 
highlight the current and future role of genetic technologies in advanc-
ing sustainable agriculture, reducing food insecurity around the world, 
diversifying the global diet, and enhancing health through the decreased 
use of pesticides.

The Role of Engineering and 
Technology in Agriculture

 This essay was adapted from Steinwand and Ronald (2020). 
  Michael Steinwand is a postdoctoral researcher and Pamela Ronald (NAS) is a distin-
guished professor in the Department of Plant Pathology and the Genome Center at the 
University of California, Davis. 
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Technological Advances in Crop Engineering

Humans have manipulated plant genomes for millennia, 
long before understanding the DNA underlying heri-
table genetics. Early domestication of wild species 
involved selection of characteristics such as upright 
vegetative structure, uniform flowering, seed reten-
tion on the plant for easier harvest, and reductions in 
seed dormancy and toxic chemicals in edible tissues. 
Geographic dispersal established locally adapted land-
race cultivars.

The rise in molecular genetic tools has ushered in 
the era of genomic breeding, wherein molecular breed-
ing and genetic engineering have gained prominence. 
Crop species can now be developed in a fraction of the 
time and with a broader array of changes than could be 
achieved with conventional breeding.

Crop Diversity
Genetic diversity is a crucial resource for crop improve-
ment. It can be introduced via mutagenesis using irradi-
ation or chemical treatment, crossbreeding with related 
or wild populations, genetic engineering (introducing 
a gene from a distantly related species such as another 
plant species or a microbe), or gene editing (mutation 
or insertion of a gene at a specific locus).

Plant breeding techniques may introduce valuable 
agronomic traits such as enhanced environmental 
and biotic stress tolerance to minimize yield losses and 
improve food nutrition and quality. Underutilized 
and regionally important crops, often adapted to grow 
on marginal lands, can be improved and grown more 
widely to diversify the global diet.

Genomics, Proteomics, and Other “Omics”
Recent technological advances and reduced costs 
have led to molecular “omics” studies in plant sci-
ence, profiling the total complement of a biologi-
cal unit such as genes (the genome) or proteins (the 
proteome). Whereas producing the first plant genome 
(of Arabidopsis thaliana) required 10 years and $100 mil-
lion, a new Arabidopsis genome can now be sequenced 
for a few thousand dollars (Li and Harkess 2018).

With modern high-throughput genome sequencing 
technology more economically accessible, the breadth 
of species with genomic data is expanding to include 
regionally important staple crops (e.g., cassava and 
finger millet) historically neglected in breeding pro-
grams of developed economies (Hendre et al. 2019). 
Computational correlative association studies synthe-

size the information in agronomic, proteomic, tran-
scriptomic, and/or metabolomic data to reveal the 
genetic profiles underpinning complex traits such as 
flavor, drought tolerance, disease resistance, and yield.

The discovery and refinement of targetable site-
directed nuclease (SDN) enzymes enables precision 
manipulation of crop genomes (gene editing), deleting 
or changing DNA base pairs at specific sites to intro-
duce genetic mutations. The RNA-guided SDN called 
CRISPR-Cas has become a dominant tool since 2013, 
when its use in gene editing was demonstrated in plant 
cells (e.g., Shan et al. 2013).

Enhanced Disease Resistance to Address Food 
Insecurity

Plant diseases and pests (e.g., fungi, bacteria, nematodes) 
reduce the annual global yield of major crops by an esti-
mated 17–30 percent (Savary et al. 2019), with higher 
losses in food-insecure regions. Among many ways to 
address this problem are genetic engineering to add 
genetic material that confers resistance and mutation 
of the plant genes that facilitate disease susceptibility 
(because they either suppress plant immune responses 
or are required by the plant pathogen for its growth and 
proliferation).

Disease susceptibility genes have been identified 
widely in crop species of agronomic importance and 
are often conserved between species. For example, 
breeders have used a naturally occurring mutant allele 
of the mildew resistance locus O (MLO) gene to con-
fer heritable broad-spectrum immunity against powdery 
mildew races in susceptible barley cultivars for decades. 
Researchers used SDNs to edit the corresponding MLO 
genes in wheat (Wang et al. 2014) to generate similar 
resistance to the powdery mildew species infecting these 
crops.

Underutilized and regionally 
important crops, adapted 

to grow on marginal lands, 
can be grown more widely to 

diversify the global diet. 
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Reduced Use of Chemical Insecticides

One of the most prevalent engineered traits across many 
crops, including maize, soybean, cotton, and eggplant, 
is insect resistance conferred by genes originating from 
the soil bacterium Bacillus thuringiensis (Bt). Bt insec-
ticidal sprays have been used in organic agriculture for 
many years because they are specific to pests and non-
toxic to humans and wildlife. Although useful, in many 
cases the sprays are expensive and do not prevent the 
insect from getting inside the plant.

As an alternative to sprays, geneticists have engi-
neered the Bt gene directly into the crop genome. On 
average, use of Bt maize, soybean, and cotton crops has 
resulted in 37 percent less insecticide use (Klümper 
and Qaim 2014). Recent analysis finds that widespread 
planting of Bt field corn also has regional insect pest-
suppressive benefits to nearby non-Bt vegetable crops, 
which translates into fewer chemical insecticide sprays 
and less damage from corn borer insects (Dively et al. 
2018).

The cultivation of Bt-resistant crops has reduced 
both the use of chemical insecticides by 50 percent in 
India and acute pesticide poisonings in cotton growers 
(Kouser and Qaim 2011). In neighboring Bangladesh, 
the introduction of four varieties of Bt eggplant in 2014 
led to a sixfold increase in net returns for farmers, in 
part due to a 61 percent reduction in insecticide costs 
(Shelton et al. 2019).

Going Forward

Crop genetic improvement ranges from the deletion of 
a few small DNA regions to the introduction of new 
genes or entire genetic pathways to produce new chemi-
cal compounds or agronomic traits. These genetic alter-
ations will facilitate crop trait improvement programs.

Modern biotechnologies enable scientists to intro-
duce genetic changes that enhance disease resistance, 
increase yield, or enable growth on marginal lands. 
One exciting application is the potential to rapidly 
accelerate the domestication of wild plant species. A 
recent proof-of-concept study used a genome editing 

approach to increase the size and number of the ances-
tor of the modern tomato, so that it resembles commer-
cial tomatoes but retains the stress tolerance traits of 
the wild parent (Li et al. 2018). Such efforts will likely 
broaden and diversify the food supply of the human diet.

The targeted DNA breakages caused by SDNs may 
also serve as insertion points for transgenic gene clus-
ters that enhance the nutritional content of a crop. For 
example, the Golden Rice trait introduces vitamin A 
precursor betacarotene in rice grain and has recently 
been approved for consumption in many countries. 
Production and consumption of Golden Rice will save 
the lives of thousands of children and young mothers 
suffering from vitamin A deficiency (golden rice.org). 
We recently demonstrated that an SDN technology can 
be used to insert this trait in a precise genomic target 
(Dong et al. 2020). Further refinement of the technique 
would allow for multiple traits to be stacked at targeted 
genomic regions, facilitating subsequent breeding.

Adoption of these new biotechnology products 
remains limited. In 2017, 26 countries cultivated 
191.7 million hectares of genetically engineered crops, 
with only five countries—the United States, Brazil, 
Argentina, Canada, and India—collectively represent-
ing 91 percent of the global transgenic crop area (ISAAA 
2018). In many countries governmental frameworks for 
regulating genetically engineered crops are well estab-
lished, whereas those governing the techniques of gene 
editing in crops are rapidly evolving. For example, in the 
European Union the EU court of justice decision stating 
that crops developed through genome editing must be 
regulated as strictly as genetically engineered products 
complicates EU scientific field trials of genome-edited 
crops and restricts farmer adoption (Faure and Napier 
2019). In contrast, under its biotechnology regulations, 
the USDA does not regulate or have any plans to regu-
late genome-edited crops as long as they are not plant 
pests or developed using plant pests (USDA 2018).

Challenges

The process for commercialization of transgenic tech-
nologies and crop varieties is affected by political and 
socioeconomic concerns and can span decades, making 
it difficult to address urgent agricultural needs. Conse-
quently, in many parts of the world, breeders and farmers 
do not have ready access to some genetically engineered 
crops. For example, while farmers in Bangladesh culti-
vate Bt eggplant, it is prohibited in neighboring India 
despite farmer demand and its clear benefits in reducing 

Plant genetic material can 
be added or mutated to 

enhance disease resistance.
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insecticide use. Similarly, organic farmers do not have 
access to genetically engineered crops because genetic 
engineering techniques are excluded from use in cer-
tified organic production (even though other types of 
genetic alteration such as chemical and radiation muta-
genesis are permitted).

There remains a need for ongoing engagement of 
the scientific community with diverse stakeholders, 
including consumers and politicians, on the challenges 
faced by farmers and the use of plant biotechnologies to 
address these challenges. Increasingly polarized politi-
cal environments and fundamental changes in how 
information is shared have given new urgency to the 
problem of the disconnect between public opinion and 
scientific consensus on scientific topics.
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About 5 years ago the number of mobile phone accounts in the world 
exceeded the total human population (ITU 2019). Nomadic pastoralists in 
East Africa and tribal communities in South Asia make fluent use of cell-
phones, even where life is otherwise preindustrial, even preagrarian. As mea-
sured by the speed and extent of its market penetration, the mobile phone is 
the most successful consumer product in the history of human civilization.

But what has been its impact on global socioeconomic development, and 
what can we expect of its technological descendants? An interdisciplinary 
research community focused on information and communication technolo-
gies and development  has found mixed outcomes.

Benefits, Shortcomings, Lessons Learned

On the positive side, mobile phones have a range of benefits. They offer 
portable, real-time communication at a remarkably low cost, connecting 
communities that, just a decade ago, were largely isolated. Migrant workers 
stay in touch with their families. Smallholder farmers receive text-message 
weather alerts. Shopkeepers accept mobile payments in lieu of cash. In the 
south Indian state of Kerala, the arrival of cellular towers improved fishing 
markets, leading to a 5 percent decline in the price of sardines for con-
sumers and a 9 percent increase in profits for fishermen, who used their 
mobile phones to call ahead to find the best market on shore at which to 

Kentaro Toyama

Beyond Engineering for  
Sustainable Global Development



15550TH ANNIVERSARY

sell, flattening prices across the coastline and eliminat-
ing wasteful gluts (Jensen 2007).

Smartphones and 3G appear to have augmented these 
effects, putting the power of internet-enabled super-
computers in purses and pockets everywhere. Thanks 
to Chinese low-cost handsets, local markets for second-
hand (and third- and fourth-hand…) devices, and fierce 
competition among mobile operators, day laborers in 
the developing world now have access to goods and ser-
vices that wealthy 20th century elites never had: movies 
anywhere on demand, instant money transfer, political 
protest by swiping a screen.

The same technologies, however, have caused 
their share of problems. Mobile payments and crypto
currencies have facilitated international money launder-
ing. In the world’s poorest households, meager income 
is sometimes diverted from nutrition and education 
to keep mobile phones topped up. And every country 
appears to be wrestling with the problem of fast-flying 
fake news about politics, public figures, personal health, 
and myriad other topics.

Even focused attempts to apply digital technologies 
toward positive ends rarely succeed. Efforts to improve 
education with laptops and smartphones consistently 
fail to show results. Making corruption visible through 
online reporting changes little where citizens always 
knew it was happening. Just as previous generations 
of development engineers promoted innovative cook-
stoves that no one used and sent medical devices to 
rural clinics ill equipped to maintain them, today’s 
technological do-gooders often fail to appreciate the 
nonengineering challenges that must be addressed for 
innovation to have positive impacts.

Fortunately, interest in engineering for development 
and its poor track record of success has led to reflection 
among engineers and development practitioners, and 
to a search for more effective ways to design and apply 
technology. Some engineers recommend that technolo-
gies be codesigned in collaboration with the commu-
nities they are meant to benefit (Brewer et al. 2005). 
Others suggest an emphasis on training and partnership 
to ensure that users have and know what they need to 
take advantage of a technology (Chib and Zhao 2009). 
Still others emphasize that systems are sociotechnical; 
good outcomes require a combination of design deci-
sions and institutional choices that account for each 
other (Dearden and Rizvi 2009). Almost everyone 
agrees that that the social context in which a technol-
ogy is used is as important as the technology itself.

One way to encapsulate these insights is to see that 
technology does not add a fixed benefit wherever it is 
adopted; rather, it amplifies underlying human forces 
(Toyama 2015). Where those forces—social, political, 
cultural, economic—are capable and well intentioned, 
technology can make things better, but where they are 
ineffective or dysfunctional, even the best-engineered 
technology cannot turn things around. Where human 
forces are corrupt or repressive, adding powerful tools 
can even make things worse.

The Next 50 Years: Reconsidering Assumptions

What will the next 50 years bring? On the one hand, 
technological advances will continue, with improve-
ments in artificial intelligence, robotics, device afford-
ability, and miniaturization, among others. It is less 
clear whether there will be nanorobots that hunt down 
malarial mosquitoes, embedded chips that allow direct 
brain-to-brain communication, or learning machines 
that “teach” mathematics through noncontact synaptic 
induction.

But if future technologies are difficult to predict, the 
law of amplification allows some prediction about their 
societal impact. If global politics and economic institu-
tions continue largely as they are, no technology in the 
future will eliminate poverty, heal the rifts of inequality, 
rein in climate change, or ensure sustainability.

In fact, each new technology may exacerbate exist-
ing problems. Technologies of productivity will be 
appropriated by wealthy capitalists, even if some trickle 
down to the masses. Technologies of sustainability will 
be restrained for their perceived harm to existing busi-
nesses, even if they could reverse the ravages of the 
Anthropocene. And technologies of entertainment and 
consumption will provide an opiate for all as the world 
lurches from crisis to crisis.

Those projections, of course, assume current politics 
and capitalism. Beginning in the 1940s, the scientists 
who ushered in the nuclear age foresaw the threat of a 
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world armed with atomic weapons. Adding their col-
lective voice to those of activists, they lobbied national 
governments to contain the technology; their efforts 
culminated in the Nuclear Non-Proliferation Treaty 
of 1970. A half-century later, only nine countries have 
nuclear weapons—an astonishing political feat.

Another half-century from now, what technologies 
will be available are anyone’s guess. But for the products 
of engineering ingenuity to contribute to sustainable 
development, underlying human forces must be righted. 
For that, engineers will need to engage in their capacity 
not only as designers, architects, and scientists but as 
global citizens and activists.
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Building the Nexus  
Between Electronics and the  
Human Body for Enhanced Health

Over the past few decades information technology (IT) has suffused every 
corner of society and reshaped the way people live, communicate, work, and 
entertain themselves. The next 50 years are likely to yield another genera-
tional change in electronics, and corresponding changes in people’s lives.

A major recent trend is the creation of electronics, including stretchable 
microchips, that can be integrated, even merged, with the human body (Chu 
et al. 2017; Kim et al. 2011; Wang et al. 2018a), expanding the role of IT 
from obtaining information for human use to obtaining information from 
the human body.

A nexus between electronics and the body, with its rich quantity and diver-
sity of information, will significantly enrich technological approaches that can 
benefit people’s life and health (figure 1). To achieve this, the conventional 
silicon electronics in planar and rigid form factors need to give way to a new 
generation that possesses multiaspect similarity and compatibility with the 
human body (Ray et al. 2019; Someya et al. 2016; Wang et al. 2018b).

Projected Benefits

The ability to easily obtain different types of information from the human 
body—from movements and vital signs to organ conditions and brain 
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activity—could enable a number of improvements in 
people’s life and health.

Ubiquitous and Precision Health Care
Continuous access to complex and rapidly changing 
health data (e.g., body temperature, blood pressure, 
breathing rate, perspiration composition) can enable 
constant monitoring of health conditions, early diag-
nosis of diseases, and preventive and point-of-care 
treatments. Moreover, the accumulated big data of an 
individual’s health history can provide a record and 
understanding of health characteristics to support pre-
cision medicine.

Deeper Understanding of Human Biology
With the technological feasibility of high spatio
temporal resolutions, it will be possible to decipher 
mysterious biological mechanisms of the body in both 
healthy and diseased states. In particular, important 
discoveries can be made about pathogenic causes of 
complicated diseases to guide the development of more 
effective treatment methods.

Remote Physical Interactions
The major challenge in current remote communication 
approaches and face-to-face interactions is the lack of 
direct physical interaction. In the future, the develop-
ment of electronics for collecting physical information 
in real time could add this missing piece to communica-

tion technology, so that a “hand-
shake” can happen between two 
persons at different locations 
and physical therapies can be 
carried out remotely.

Technological Challenges

To achieve the collection of 
high-fidelity, stable, and multi
type information about an indi-
vidual’s physical health over a 
long period, electronic devices 
need to have a suite of proper-
ties that enable conformable 
attachment, minimal side effects, 
and long-term function. Not
withstanding some groundbreak-
ing efforts, significant research 
and development progress are 
needed in the following areas.

Fundamental Understanding of Material-Biology 
Interfaces
For the relatively simple scenario of interfacing elec-
tronics on the body (i.e., on the skin), it is generally 
understood that the matching of mechanical properties 
is the primary requirement for electronics. However, for 
the more complicated case of implanted electronics, 
systematic studies and knowledge are still largely 
lacking about the relationships between electronic 
materials’ physicochemical properties and long-term 
biocompatibility.

Generation of New Electronic Materials
The large variety of electronic devices (e.g., transistors, 
light-emitting diodes, biosensors, actuators) are built on 
different functional properties of materials. Although 
some successes have been achieved for combining cer-
tain electronic functions (e.g., semiconducting and 
conducting properties) with biocompatible form factors 
(Kayser and Lipomi 2019; Xu et al. 2017), new material 
designs must be created for the effective integration of 
the rest of the functional properties.

Because biological tissues are primarily composed 
of biopolymers, polymers are the most favorable mate-
rial family for achieving the desired biocompatibility. 
To realize advanced functions, polymers with bio
compatible designs will have to provide functional 
properties on par with their rigid counterparts.

FIGURE 1  Building the nexus between electronics and the human body, as the technological 
basis for the future of information technology: areas of technological challenges and application 
impacts.
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New Device Designs and Fabrication Methods
Operations on or in the human body and uses of new 
classes of materials may exclude the use of many exist-
ing device designs for certain applications. Thus, new 
device designs—and even new working principles—are 
needed to ensure desired performance with the simplest 
device and system architectures possible.

Devices need to be designed to perform reliably, 
undistorted by the body’s mechanical and chemical 
conditions. And for the new class of electronic mate-
rials, fabrication methods (Kaltenbrunner et al. 2013; 
Wang et al. 2018a) need to move away from microfab-
rication for silicon electronics and to confer large-area 
scalability, low cost, and batch-to-batch uniformity.

Sustainable and Biocompatible Power Sources
As an integral part of electronic systems, power sources 
must have biocompatible properties. Batteries (Liu et al. 
2017; Xu et al. 2013) need to be stretchable and made 
of nontoxic chemicals, while still providing enough 
energy density.

With the very limited options of recharging or replac-
ing batteries, on-body generation of electricity through 
energy harvesting will be needed (Jiang et al. 2020). 
Efficiencies and power outputs need to satisfy power 
requirements by functional modules.

The possible impacts of energy harvesting on bio-
logical processes over the long term need to be carefully 
studied as well.

High-Throughput and Trainable Data Processing
To make full use of continuously produced, large-quan-
tity health data from each individual, artificial intel-
ligence (AI) needs to be built into data-processing 
algorithms. For faster speed and better reliability, such AI 
algorithms should be implemented by human-compat-
ible computational chips, which require development 
based on emerging architectures (e.g., neuromorphics) 
that are especially efficient for AI (Burr et al. 2017; van 
de Burgt et al. 2018).

System-Level Integration Strategies
For different functional modules (e.g., sensing, data con-
ditioning and computation, wireless communications) 
in fully integrated electronics for acquiring information 
from the body, application-specific requirements for the 
performance parameters (e.g., speed, bandwidth, energy 
consumption) must be clearly defined. In particular, 
notwithstanding substantial research progress in the use 

of both conventional inorganic materials and emerging 
functional polymers to build human-integrated elec-
tronics, their overall suitableness for different functions 
is still unclear.

Societal and Cultural Challenges

It won’t be trivial to persuade people to accept the long-
term attachment or implantation of electronics to or in 
their body to acquire information. It will be essential 
to clearly communicate the benefits of accessing the 
information. 

In addition, the best approaches for using this previ-
ously unavailable health data need to be studied and 
guidelines established for the use of these data. Proto-
cols for protecting the privacy and security of the data 
will be critically important. Not least, the public needs 
to be better informed about science and technology, to 
allay fears and misconceptions about technology.

Perspective for the Future

Human-integrated electronics are likely to become an 
important part of the electronics and health industries 
over the next 50 years. Wearable electronics alone are 
projected to have a market value of about $150 billion 
by 2026 (Hayward et al. 2016).

The successful commercialization of new types of 
electronics with novel applications for the human body 
can be expected to significantly enhance quality of life 
and increase lifespan. The path to get there requires 
deep collaborations between academia, industry, and 
government.
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In stark contrast to progress on almost all the UN Sustainable Development 
Goals, clean water supply and safety issues are worsening globally, threat-
ened by groundwater depletion, shrinking glacial melt, major rivers running 
dry, increasing salinity of soils and groundwater, more dangerous and tena-
cious waterborne pathogens, worsening water pollution with new emerging 
contaminants, and more frequent conflicts around water (Boretti and Rosa 
2019; Gunasekara et al. 2014; Mekonnen and Hoekstra 2016). And the 
challenges are widespread: today 3.6 billion people face water scarcity for at 
least part of the year (Mekonnen and Hoekstra 2016), and this number is 
expected to grow to ~5.6 billion by 2050 (Boretti and Rosa 2019).

To address this crisis, the global water supply must be substantially 
increased through the purification and reuse of water from large sources that 
have salts or small contaminants. This purification is called desalination, but 
the term applies to any water process that removes the smallest compounds.

Needed Technological Improvements

Although use of desalination has emerged rapidly in some parts of the world, 
there remain significant barriers. These vary by location, because water is 
typically a local resource (long-distance water transport is expensive and 
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requires energy-intensive pumping), and by whether a 
system is inland or seaside and whether it is a large-scale 
grid-connected or remote off-grid system. Barriers to the 
widespread use of desalination must be overcome with 
new technological solutions.

High-Salinity Capabilities
Current desalination technologies are competitive for 
seawater and mild-salinity groundwater in many regions, 
but they are rarely economically viable for treating 
salinities beyond seawater brine (i.e., >7 percent salt 
by weight; Swaminathan et al. 2018). This challenge is 
particularly important for inland regions where there 
is no large body of water (such as the ocean) for disposal 
of the brine.

Technologies for inland application require extremely 
high recovery of the pure water and, ideally, the ability 
to dispose of the solutes as solid waste (so-called zero-
liquid discharge, ZLD) (Tong and Elimelech 2016). To 
achieve ZLD, technologies need to have much better 
prediction and control of salt crystallization to avoid 
forming blocking layers on membranes (Warsinger et al. 
2015) or heat exchangers (Tong and Elimelech 2016), 
depending on the technology. Unfortunately, the 
energy requirements of these high-salinity technologies 
dominate costs and must decrease dramatically through 
efficiency improvements.

Resource Recovery
The byproduct streams of high-concentration desali-
nation are not just another waste product: with proper 
approaches they can be used to recover valuable salts 
and resources from saline sources. Such resources would 
include not only specific salts such as easier-to-extract 
magnesium but also, potentially, highly sought ele-
ments like gold and lithium. Selective removal of these 
compounds will require new and improved versions of 

technologies such as crystallization, electrodialysis, and 
ion-selective membranes (Tong and Elimelech 2016).

While today resource recovery from desalination is 
minimally used, to be sustainable and widely cost com-
petitive, large or inland desalination must capitalize on 
this option to extract resources while minimizing poten-
tial contaminants (Du et al. 2018).

Renewable Integration and Time-Varying 
Capabilities
A major challenge for desalination technologies is their 
integration in a changing and more renewable electric 
grid while minimizing their CO2 production. Current 
large-scale desalination plants run as steady-state base-
load power electricity users. However, as grids become 
more dependent on renewable energy sources, it may 
become uneconomical to run desalination plants during 
peak demand (in Israel some plants idle operation in 
those scenarios; Dreizin 2006). 

Desalination must switch to adaptive, time-varying 
technology to improve efficiency and meet the needs 
of renewable power through, for example, demand 
response and salinity-gradient power using desalination 
system components for peak prices. Approaches will 
include process innovations, such as novel components 
for batch desalination (Warsinger et al. 2016), as well 
as modified and new control methods and other com-
ponents (e.g., pumps and energy recovery devices) to 
run in varied operating conditions (Khiari et al. 2019). 

The control and optimization of time-varying desali-
nation will be a major target for innovations in artificial 
intelligence (Dudchenko and Mauter 2020).

Better Membrane Technology
Current membranes for some desalination technologies, 
such as reverse osmosis, as well as pretreatment steps are 
highly effective. However, membranes still need further 
research and development.

Reverse osmosis membranes don’t block small 
uncharged solutes well, such as boron (in the form of 
boric acid) and disinfection byproducts like NDMA 
(N-nitrosodimethylamine; Al-Obaidi et al. 2018; 
Warsinger et al. 2018). Other membrane-based tech-
nologies, such as membrane distillation or forward 
osmosis, require significant improvement before full-
scale deployment.

Most membrane technologies also need further 
chemical modification and surface design to minimize 
membrane fouling (She et al. 2016), more resistance to 

Current desalination 
technologies are rarely 
economically viable for 

treating salinities beyond 
seawater brine. 



16350TH ANNIVERSARY

destructive cleaning chemicals, and they may benefit 
somewhat from increases in permeability. Resilience to 
high pressures remains a challenge for reverse osmosis 
membranes in particular (Davenport et al. 2018).

Other Innovations
Widespread adoption of desalination will depend on 
a variety of additional innovations in pre- and post-
treatment and in the operation of these systems. For 
example,

•	 Better control of biological and other types of mem-
brane fouling is needed; innovative areas include novel 
cleaning compounds, backwashing processes, phage-
based technologies, and reactive nanoswimmers. 

•	Novel catalytic processes may destroy emerging con-
taminants and provide safe reject brine (Hodges et al. 
2018; Warsinger et al. 2018). 

•	Substantial process intensification will improve per-
formance by combining different driving forces (e.g., 
pressure, heat, electric fields) with reactive systems. 

•	New manufacturing techniques, including additive 
manufacturing, will be key in making membrane 
modules that minimize concentration gradients, pres-
sure losses, and fouling.

The Future

As water supplies decline in quantity and quality, 
demand is increasing because of population growth, 
shifts to meat-based diets, population concentrations in 
cities, and economic growth. The need for safer water, 
water reuse (Warsinger et al. 2018), and expanded water 
supplies means that much of the world’s water treatment 
will need to include desalination membranes. Although 
it is a scarce technology today, desalination will one day 
be a ubiquitous cornerstone of the world’s clean water.
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Fifty years feels almost unimaginably long in internet time. Fifty years ago, 
the ARPANET was barely a year old; Ray Tomlinson had not yet sent the 
first email, Vinton Cerf and Robert Kahn had not yet published their seminal 
paper on the protocol that would become TCP/IP, Tim Berners-Lee had not 
yet invented the World Wide Web—the online world looked nothing like 
the one we know today, and the word “cybersecurity” wouldn’t be introduced 
for nearly another 20 years.

Viewed in that light, trying to predict the technological landscape of the 
internet and cybersecurity a half-century from now is an almost impossible 
task. But 50 years is not nearly so long when it comes to considering the 
policy landscape for cybersecurity and the ways that regulators around 
the world will define, solidify, and implement approaches to securing the 
internet in their respective countries in the coming decades.

The Case for Reduced Connectivity

Even if the precise technology underlying how computer networks will 
work in the future is difficult to predict, certain trends seem inescapable, 
such as the increasing internet connectivity of existing infrastructure, from 
cars to personal home electronics to industrial manufacturing machinery. 
Networking these devices will enable tremendous efficiency, convenience, 
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and safety—but it will also create new opportunities for 
cyberattacks and vastly raise the stakes of accidental 
technological failures.

To strengthen cybersecurity over the next several 
decades, technology designers will have to focus on seg-
menting the networks connecting different devices and 
think seriously about which of the ever growing number 
of interconnected devices actually need to be able to 
communicate with each other. Ideally, 50 years from 
now, those connections will be much more restricted, 
so that an adversary who compromises one device is not 
then able to easily compromise thousands of others.

This approach of restricting the connections between 
different types of devices will appear, at times, to go 
against current trends toward greater interconnectivity 
and convenience, such as being able to turn on your 
car from your smartphone. But a future in which every 
new device that comes online can communicate with 
every other device will create much greater risks for all 
of those machines and their users than will isolating 
device connections according to their functions.

How and when technology developers begin to set 
boundaries on which types of devices can interconnect 
with each other and how effectively they implement 
those borders will be one of the crucial determinants 
of the future of cybersecurity. Thinking about cyber-
security will have to shift from a focus on preventing 
breaches and eliminating vulnerabilities to limiting the 
spread of breaches and minimizing the negative impact 
of any individual vulnerability beyond the borders of its 
own system.

Role of Regulation 

Artificial intelligence (AI) will also play a significant 
role in what cybersecurity looks like 50 years from now. 
AI can be both an adversarial technology, when algo-
rithms are used to identify vulnerabilities and circum-
vent defensive technologies, and a target for adversaries 
trying to undermine or alter sophisticated machine 
learning algorithms, such as those used by cars to detect 
traffic signs.

To secure AI, it is essential to be able to identify when 
algorithms are being tampered with in ways that will 
provide incorrect recommendations or results. This abil-
ity will require significant advances not just in explain-
able AI technology but also in regulatory requirements 
to implement and audit that technology. The more 
decision making is outsourced to computer systems, the 
more cybersecurity efforts will come to focus on safe-

guarding those systems and the integrity of the decisions 
they make rather than protecting individuals’ money or 
companies’ stores of sensitive or proprietary data.

Both of these trends, toward more networked devices 
and more automated decision making, will require regu-
lators to think seriously about the question of who is 
responsible when security compromises occur, as they 
inevitably will.

The goal of policymakers in the coming decades 
should be to establish a liability regime that both makes 
clear who is responsible for which elements of negative 
cybersecurity incidents and aligns penalties with the 
stakeholders who are in the best position to mitigate 
the consequences of those incidents. Clarity about these 
responsibilities will create stronger incentives for all 
stakeholders—from software developers and hardware 
manufacturers to internet service providers and Domain 
Name System (DNS) server operators—to secure their 
respective components of the internet ecosystem.

A liability regime will also enable insurers to provide 
clearer coverage for cybersecurity incidents tailored to 
the roles and responsibilities of individual customers, 
and help individuals harmed by such incidents to pursue 
legal remedies against the appropriate parties.

Different countries may define liability for cyber
security incidents in different ways, as is beginning to 
happen even in the absence of very clear responsibili-
ties in most places. Despite the current push for global 
norms and standards for cyberspace, it seems unlikely 
that the future of cybersecurity lies in defining globally 
accepted norms, but rather in countries getting better 
at leveraging their own domestic laws to have out-
sized, international impacts on the internet through 
the regulation of global intermediaries and service 
providers.

Ideally, future device 
connections will be  

much more restricted,  
so that an adversary who 
compromises one cannot  

do so to thousands of others.
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International Fragmentation of the Internet

The fragmentation or balkanization of the internet that 
has been heralded for years seems less likely to arrive 
through a definitive fracturing of the internet’s tech-
nical infrastructure—the globally used protocols for 
transmitting information, for instance, or the DNS root 
zone—than through a gradual, steady divergence in the 
ways that different countries regulate and restrict online 
services.

In many ways, fragmentation should be the goal in 
the future:

•	 fragmentation of the current internet into many inter-
nets that each serve particular, segmented purposes

•	 fragmentation of sophisticated AI algorithms into 
explainable and auditable components

•	 fragmentation of responsibility for complex cyber
security breaches into many smaller subresponsibilities 
for the different involved stakeholders

•	 fragmentation of global cybersecurity regulations 
according to different countries’ priorities and ideas 
about what a secure internet should look like.

Fundamentally, the future of cybersecurity will 
involve recognizing that there are multiple visions 
and finding a way for them to coexist on the global 
internet.
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